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In the first paper of this series, we introduced Voronoi correlation functions to characterize the structure of maximally random jammed (MRJ) sphere packings across length scales. In the present paper, we determine a variety of different correlation functions that arise in rigorous expressions for the effective physical properties of MRJ sphere packings and compare them to the corresponding statistical descriptors for overlapping spheres and equilibrium hard-sphere systems. Such structural descriptors arise in rigorous bounds and formulas for effective transport properties, diffusion and reactions constants, elastic moduli, and electromagnetic characteristics.

First, we calculate the two-point, surface-void, and surface-surface correlation functions, for which we derive explicit analytical formulas for finite hard-sphere packings. We show analytically how the contact Dirac delta function contribution to the pair correlation function \( g_2(r) \) for MRJ packings translates into distinct functional behaviors of these two-point correlation functions that do not arise in the other two models examined here. Then we show how the spectral density distinguishes the MRJ packings from the other disordered systems in that the spectral density vanishes in the limit of infinite wavelengths; i.e., these packings are hyperuniform, which means that density fluctuations on large length scales are anomalously suppressed. Moreover, for all model systems, we study and compute exclusion probabilities and pore size distributions, as well as local density fluctuations. We conjecture that for general disordered hard-sphere packings, a central limit theorem holds for the number of points within an spherical observation window. Our analysis links problems of interest in material science, chemistry, physics, and mathematics. In the third paper of this series, we will evaluate bounds and estimates of a host of different physical properties of the MRJ sphere packings that are based on the structural characteristics analyzed in this paper.

DOI: 10.1103/PhysRevE.94.022152

I. INTRODUCTION

Among all mechanically stable packings of totally impenetrable spheres in \( d \)-dimensional Euclidean space \( \mathbb{R}^d \), an especially interesting system is the packing that exhibits maximal disorder. More precisely, among the set of all isotropic, frictionless and statistically homogeneous jammed sphere packings [1–5], of particular interest is the state that minimizes some given order metric \( \psi \). This is called the maximally random jammed (MRJ) state [6–14]; see Fig. 1(c).

This definition makes mathematically precise the familiar notion of random closed packing (RCP) [15–23] in that it can be unambiguously identified for a particular choice of the order metric. A variety of sensible, positively correlated order metrics produce an MRJ state (minimal order metric) in three dimensions with the same packing fraction 0.64 [7,22]. While three-dimensional (3D) RCP and MRJ packings of identical spheres are reported to have similar packing fractions [6,16,19], other structural attributes can be both subtly and distinctly different [7,24,25]. Moreover, the packing characteristics of RCP and MRJ packings of two-dimensional identical disks have recently been shown to be dramatically different from one another, including their respective densities, average contact numbers, and degree of order [26], which serves to punctuate the conceptual differences between RCP and MRJ states. Maximally random jammed packings possess the singular property of hyperuniformity [27,28]; i.e., infinite-wavelength density (volume-fraction) fluctuations are anomalously suppressed. In MRJ packings in \( d \)-dimensional Euclidean space \( \mathbb{R}^d \), this is manifested as negative quasi-long-range pair correlations that decay asymptotically like \(-1/r^{d+1}\) [29,30]. Disordered hyperuniformity can be seen as an “inverted critical phenomenon” with a long-ranged direct correlation function, in contrast to thermal critical points in which this function is short ranged [27,31].

The purpose of the present series of papers is to delve more deeply into the structure and physical properties of 3D MRJ packings of identical frictionless spheres. In the first paper of this series [32], we introduced Voronoi correlation functions to characterize the structure of MRJ sphere packings across length scales. More precisely, we computed correlation functions associated with the volume and other Minkowski functionals of Voronoi cells. We investigated similarities and differences in both the local and the global structure of overlapping spheres, equilibrium hard-sphere liquids, and MRJ sphere packings; see Fig. 1. We demonstrated that although their local structural characteristics appear to be qualitatively similar, their global structure is qualitatively different. Strong Voronoi anticorrelations that we found in the MRJ state are related to its hyperuniformity.

In this paper, we determine a variety of different correlation functions that arise in rigorous bounds on the effective physical properties [33–45] of MRJ sphere packings and...
compare them to the corresponding statistical descriptors for overlapping spheres and equilibrium hard-sphere systems. This includes the two-point probability functions, two-point surface correlation functions, and pore-size distributions. These statistical descriptors arise, e.g., in rigorous bounds for effective transport properties [33–36,46], diffusion and reactions constants [37,38], or mechanical [39] and electromagnetic properties [40–42]. The surface-void and surface-surface correlation functions allow for improved bounds on the trapping constant [34,43,44] and the fluid permeability [35,45]. All of these bounds will be the topic of the third paper in this series. Thus, we relate different topics in material science, chemistry, physics, and mathematics.

Moreover, we investigate how the hyperuniformity of the MRJ state affects its global structure (in comparison to the nonhyperuniform equilibrium hard-sphere liquid and overlapping spheres). Hyperuniformity can, for example, be detected by a vanishing spectral density [47] in the limit of large wavelengths. An alternative equivalent diagnostic is how density fluctuations scale (asymptotically) with the size of the observation window.

In Sec. II, we define and explain the structural descriptors used here to quantify both the two-phase medium formed by the spheres and the point process formed by the sphere centers. These structural characteristics of the MRJ packings are compared to those of equilibrium hard spheres and overlapping spheres. In Sec. III, we derive, for a given configuration of \( N \) hard spheres within a periodic simulation box, MRJ or not, explicit analytical expressions for the two-point correlation function \( S_2(r) \), surface-void correlation function \( F_{sv}(r) \), and surface-surface correlation function \( F_{ss}(r) \) as defined in Ref. [39], for example. These formulas allow for a fast and accurate calculation of these correlation functions, as well as corresponding integrals that are needed for void and interfacial bounds [34,35,43–45]. We also investigate the behavior of the sphere configurations in reciprocal space in Sec. IV, where we compare different estimators of the spectral density \( \tilde{\chi}_j(k) \) associated with the two-point probability function; see, e.g., Refs. [39,48]. In Sec. V, we determine the complementary cumulative distribution function \( F(\delta) \) of the pore sizes \( \delta \) for the MRJ sphere packings and compare them to those of the overlapping and equilibrium hard spheres as well as crystalline structures. We also obtain the exclusion probability \( E_V(r) \), which is trivially related [39].

Second, we analyze the aforementioned sphere models as point processes. Therefore, we identify the sphere configurations with the point patterns formed by the sphere centers in order to analyze their local density fluctuations within a spherical window of radius \( R \). In Sec. VI, we first estimate the probability distributions of the number of sphere centers \( N \) within a spherical window of radius \( R \) for the equilibrium and the MRJ sphere packings for various sizes of the observation window [49]. The distributions quickly converge (for increasing window size) to normal distributions, which is consistent with analogous previous results for “volume-fraction” fluctuations for particle systems [49]. We thus conjecture a central limit theorem for disordered hard-sphere systems. Then we study the local number variance as a function of the radius of the observation window.

In Sec. VII, we summarize the results and make concluding remarks. In Appendix A, we analytically derive for a given finite configuration of hard spheres the explicit expressions for the correlation functions mentioned above.

II. DEFINITIONS OF THE CORRELATION FUNCTIONS AND OTHER STRUCTURAL DESCRIPTORS

A system of hard or overlapping spheres can either be viewed as a medium that consists of two phases, where the first is formed by the spheres and the second by the surrounding matrix, or it can be represented by the point pattern that is formed by the sphere centers. Here we analyze both the two-phase random medium and the point process using different structure characteristics, which are summarized in Table I; see also Fig. 2.

When characterizing the two-phase medium formed by the spheres, we choose the diameter \( D \) of the spheres as the unit of length. In other words, the spheres in different systems have the same diameter. On the other hand, we compare point patterns at unit density, so that when analyzing a point process, we use \( \lambda = \rho^{-1/3} \) as the unit of length, where \( \rho \) is the number density (or intensity). The latter is the mean number of points per unit volume.

A. Two-phase media

A two-phase medium can be represented by the so-called indicator function \( \mathcal{I}^{(j)}(r) \) for phase \( j \in \{1,2\} [39] 

\[
\mathcal{I}^{(j)}(r) := \begin{cases} 
1, & r \text{ in phase } j, \\
0, & \text{otherwise},
\end{cases}
\]

(1)

which is sometimes also called the characteristic function of phase \( j \). Also, the indicator function \( \mathcal{M}(r) \) for the interface can be defined as a generalized function, i.e., involving Dirac delta functions [39]:

\[
\mathcal{M}(r) := |\nabla \mathcal{I}^{(1)}(r)| = |\nabla \mathcal{I}^{(2)}(r)|.
\]

(2)

It is nonzero only if \( r \) is on the interface.

FIG. 1. Disordered sphere configurations: (a) overlapping spheres, (b) an equilibrium hard-sphere liquid, (c) an MRJ sphere packing.
TABLE I. The structure characteristics used here describe either a random two-phase media, which is formed by the spheres and the surrounding matrix phase, or a point process, which is formed by the sphere centers. The unit is denoted by the length $l$, and references to the definition and some results in this paper are collected for each characteristic. If possible, their representation by the canonical $n$-point functions is provided; see Sec. II C.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Unit</th>
<th>Canonical $n$-point function</th>
<th>Definition</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Volume or packing fraction</td>
<td>$\phi$</td>
<td>$1$</td>
<td>$\lim_{a_i \to R} H_1(\emptyset; {x}; \emptyset)$</td>
<td>Eq. (3)</td>
</tr>
<tr>
<td>Specific surface</td>
<td>$s$</td>
<td>$1/l$</td>
<td>$\lim_{a_i \to R} H_1(\emptyset; {x}; \emptyset)$</td>
<td>Eq. (4)</td>
</tr>
<tr>
<td>Two-point correlation function</td>
<td>$\delta_2(r)$</td>
<td>$1$</td>
<td>$\lim_{a_i \to R, i=1,2} H_2(\emptyset; {x_1, x_2}; \emptyset) + 2\phi^2 - 1$</td>
<td>Eq. (5)</td>
</tr>
<tr>
<td>Surface-void correlation function</td>
<td>$F_{sv}(r)$</td>
<td>$1/l^2$</td>
<td>$\lim_{a_i \to R, i=1,2} H_2({x}; {x}; \emptyset)$</td>
<td>Eq. (6)</td>
</tr>
<tr>
<td>Surface-surface correlation function</td>
<td>$F_{ss}(r)$</td>
<td>$1/l^2$</td>
<td>$\lim_{a_i \to R, i=1,2} H_2({x, x}; \emptyset; \emptyset)$</td>
<td>Eq. (8)</td>
</tr>
<tr>
<td>Spectral density</td>
<td>$\tilde{\chi}_V(k)$</td>
<td>$l^3$</td>
<td></td>
<td>Eq. (13)</td>
</tr>
<tr>
<td>Complementary cumulative</td>
<td>$F(\delta)$</td>
<td>$1$</td>
<td></td>
<td>Eq. (17)</td>
</tr>
<tr>
<td>pore-size distribution</td>
<td>$\langle \delta \rangle$</td>
<td>$l$</td>
<td></td>
<td>Eq. (18)</td>
</tr>
<tr>
<td>Mean pore size</td>
<td>$\langle \delta^2 \rangle$</td>
<td>$l^2$</td>
<td></td>
<td>Eq. (19)</td>
</tr>
<tr>
<td>Second moment of the pore size</td>
<td>$\sigma_N^2(R)$</td>
<td>$1$</td>
<td></td>
<td>Eq. (22)</td>
</tr>
</tbody>
</table>

### 1. One-point functions

To characterize the two-phase media formed by the different sphere systems, we first consider one-point probability functions [39].

The volume (or packing) fraction $\phi$ of the phase covered by spheres is equal to the probability that a random point lies within any sphere and thus within the phase 2 formed by the spheres:

$$\phi := P(I^{(2)}(\mathbf{r}) = 1) = \langle I^{(2)}(\mathbf{r}) \rangle. \quad (3)$$

This probability is equal to the expectation of the indicator function because the latter only takes on the values 0 or 1. The angular brackets denote an ensemble average (over all possible realizations) at a fixed position $\mathbf{r}$. Because the systems studied here are homogeneous and ergodic, this average does not depend on the position, and it corresponds to a spatial average in the infinite-volume limit.

The specific surface $s$ is the ratio of the surface area and the volume of the whole system. It can be similarly defined by the expectation of the indicator function for the interface:

$$s := \langle M(\mathbf{r}) \rangle. \quad (4)$$

A probably more intuitive interpretation considers the probability that a random point falls within a shell of thickness $\epsilon$ around the interface [39]. In the limit of vanishing thickness $\epsilon \to 0$, the ratio of this probability and the thickness $\epsilon$ converges to the specific surface. For a packing of hard spheres with diameter $D$, the specific surface can easily be related to

![FIG. 2. The schematic depicts events that contribute to the structure characteristics from Table I when single points, balls, or points at a given distance (dashed lines) are placed randomly in the sample (a) for a packing of hard spheres forming a two-phase random medium or (b) for the point process of the sphere centers.](022152-3)
the volume (or packing) fraction via \( s = 6\phi/D \). To begin, we consider a one-point probability function, the volume fraction \( \phi \) of the phase covered by spheres and the specific surface \( s \), which is (in the limit of infinite system size) the ratio of the surface area and the volume of the whole system [39].

2. Correlation functions

In contrast to the one-point functions, the two-point functions describe the global structure; i.e., they characterize correlations at larger distances.

An intuitive definition of the two-point correlation function \( S^{(j)}_2(r_1,r_2) \) for phase \( j \) is the probability that the two points \( r_1 \) and \( r_2 \) lie in phase \( j \) [39]:

\[
S^{(j)}_2(r_1,r_2) := \mathcal{P}(\mathcal{T}^{(j)}(r_1) = 1 \text{ and } \mathcal{T}^{(j)}(r_2) = 1)
= \langle \mathcal{T}^{(j)}_1(r_1)\mathcal{T}^{(j)}_1(r_2) \rangle .
\] (5)

For homogeneous and isotropic systems, this two-point correlation function only depends on the distance \( r \) between two points. \( S^{(j)}_2(r) \) can then be interpreted as the probability that two random points at a distance \( r \) are both found in phase \( j \). Here we calculate the two-point correlation function for phase 2 formed by the spheres. For convenience, we define \( S_2(r) := S^{(2)}_2(r) \). Note, however, that the difference of the two-point correlation functions of the two phases is simply a constant offset by \((1 - 2\phi)\). So, we can easily deduce \( S_2(r) \) for the first phase if we know it for the second phase.

In contrast to the two-point correlation function, the surface-void correlation function \( F_{sv}(r_1,r_2) \) is not a probability but the limit of the rescaled probability. It considers the distance \( r \) between two points. This is in the following denoted by \( F_{sv}(r) \).

In contrast to the surface-void correlation function, the surface-surface correlation function does not depend on the choice of which phase is “void.”

3. Spectral density

From the two-point correlation function \( S_2(r) \) follows the definition of the autocovariance of a two-phase medium, \( \chi_v(r) := S_2(r) - \phi^2 \); see, e.g., Ref. [39], Sec. 2.2.5. Its Fourier representation can be obtained via scattering of radiation [50]. The Fourier transform of the autocovariance is the spectral density:

\[
\tilde{\chi}_v(k) := \mathcal{F}[\chi_v(r)] = \int dr \chi_v(r)e^{-ikr} .
\] (10)

For a statistically isotropic material, where \( S_2(r) \) is only a function of the distance \( r \), also the spectral density only depends on the absolute values \( k \) of the wave vector:

\[
\tilde{\chi}_v(k) := \mathcal{F}[\chi_v(r)] = \frac{4\pi}{k} \int_0^\infty dr [S_2(r) - \phi^2]e^{ikr} \sin(kr) .
\] (11)

An equivalent definition of the spectral density is given by the Fourier transform of the indicator function \( \mathcal{I}^{(2)}(r) \) of the particle phase, or more precisely, of the function

\[
J(r) := \mathcal{I}^{(2)}(r) - \phi ,
\] (12)

where we subtract the mean value of the indicator function. The spectral density is the absolute square of this Fourier transformation divided by the volume of the system [48]:

\[
\tilde{\chi}_v(k) = \frac{1}{V} [\tilde{J}(k)]^2 .
\] (13)

We here consider the spectral density as a function of the wave vector \( k \) (and not only of its absolute value), because, calculating the spectral density based on this definition, we can explicitly take for finite samples nonorthogonal simulation boxes into account.

For monodisperse hard spheres, the Fourier transform \( \tilde{J}(k) \) of the two-phase medium can be rigorously related to the point process formed by the sphere centers. The absolute value of the first can be expressed by the structure factor \( S(k) \) of the latter, where the structure factor can be defined as \( S(k) = 1 + \rho h(k) \) using the Fourier transform \( h(k) \) of the total correlation function \( h(r) = g_s(r) - \phi^2 \) [39]. Therefore, it has units of inverse length squared.

It can be defined using the indicator function of the interface:

\[
F_{sv}(r_1,r_2) := \langle \mathcal{M}(r_1)\mathcal{M}(r_2) \rangle .
\] (8)

For homogeneous and isotropic systems, the correlation function again only depends on the distance \( r \) between two points. This is given in the following denoted by \( F_{sv}(r) \).

Like the surface-void correlation function, the surface-surface correlation function is no probability but the limit of a rescaled probability. As the name indicates, it considers the probability that both random test points are inside a shell of (vanishing) thickness \( \epsilon \) close to the interface between the two phases. The surface-surface correlation function is the limit of the ratio of this probability and \( \epsilon^2 \) for \( \epsilon \rightarrow 0 \) [39]. Therefore, it has units of inverse length squared.

If the void phase is denoted by \( j_v \), the surface-void correlation function can be defined using the indicator functions of the void phase and the interface:

\[
F_{sv}(r_1,r_2) := \langle \mathcal{M}(r_1)\mathcal{I}^{(j_v)}_1(r_2) \rangle .
\] (6)

For homogeneous and isotropic systems, it only depends on the distance \( r \) between two points, which is denoted by \( F_{sv}(r) \).

For two-phase random media formed by the spheres, \( F_{sv}(r) \) depends on the choice of which phase is considered as “void.” Either the space exterior to the spheres or the phase formed by the spheres can form the void phase. However, the correlation functions for both choices can easily be derived from one another. In the following, \( F_{sv}(r) \) denotes the case where the space exterior to the spheres forms the void phase. We denote by \( F_{sv}(r) \) the corresponding function for the complementary system, i.e., where the spheres are the void phase. The sum of these two correlation functions is a constant and equal to the specific surface:

\[
F_{sv}(r) + F_{sv}(r) = s .
\] (7)

For the two-point correlation function, the surface-surface correlation function is no probability but the limit of a rescaled probability. As the name indicates, it considers
where \( \rho \) is the number density and \( \tilde{m}(k) \) is the Fourier transform of a single sphere. In \( d \)-dimensional Euclidean space, it is given by

\[
\tilde{m}(k) = \left( \frac{\pi D}{k} \right)^{d/2} J_{d/2} \left( \frac{kD}{2} \right).
\] (15)

Here \( J_{d/2}(x) \) is the Bessel function of the first kind of order \( d/2 \), which is in three dimensions given by

\[
J_{3/2}(x) = \sqrt{\frac{2}{\pi x^3}} \left[ \sin(x) - x \cos(x) \right].
\] (16)

The structure factor \( S(k) \) is important not only because it can be directly measured in scattering experiments. It can also be used to detect a remarkable property of point processes, hyperuniformity, as discussed in Sec. IV.

### 4. Pore-size distribution

We also characterize the sphere configurations by the distribution of their pores sizes \( \delta \), that is, the maximum radius of a spherical pore that can be assigned to a random point in the matrix phase so that the pore lies wholly in the matrix phase. The probability density function \( P(\delta) \) of the pore sizes is also known as the “pore-size distribution” [37]. For a point chosen randomly in the matrix (or void) phase, \( P(\delta)d\delta \) is the probability that its shortest distance to the solid-void interface lies between \( \delta \) and \( \delta + d\delta \). Because \( P(\delta) \) is a probability density function, it is normalized \( \int_0^\infty d\delta P(\delta) = 1 \) and it has the unit of the inverse of length. Note that the distribution of pore sizes within a phase formed by hard spheres is trivial in the sense that it is independent of the position of the spheres [52].

An equivalent representation is the complementary cumulative distribution function \( F(\delta) \) of the pore sizes:

\[
F(\delta) := \int_\delta^\infty dr P(r).
\] (17)

It can be interpreted as the fraction of the matrix phase with a pore radius larger than \( \delta \). By definition, \( F(0) = 1 \) and \( F(\infty) = 0 \), and because it is a probability, \( F(\delta) \) has no units. The cumulative distribution function \( \left[ 1 - F(\delta) \right] \) is also known as the spherical contact distribution function [53–55].

The mean pore size \( \langle \delta \rangle \) and the second moment \( \langle \delta^2 \rangle \) of \( P(\delta) \) can be expressed by \( F(\delta) \) [39]:

\[
\langle \delta \rangle := \int_0^\infty d\delta F(\delta),
\] (18)

\[
\langle \delta^2 \rangle := 2 \int_0^\infty d\delta F(\delta)\delta.
\] (19)

They can be interpreted as characteristic length scales of the matrix phase.

### B. Point processes

For a packing of monodisperse spheres, the structure characteristics of the two-phase medium formed by the spheres can be related to those of the point pattern formed by the centers.

#### 1. Exclusion probability

The probability that a test sphere of radius \( r \) that is placed randomly in the sample does not contain any point of the point process is called the exclusion probability \( E_V(r) \). It is a nonincreasing function, and it can be interpreted as the expected fraction of space available to a test sphere of radius \( r \), which is not allowed to contain a point of the point process. For monodisperse spheres of radius \( R \), it is trivially related to the complementary cumulative pore-size distribution \( F(\delta) \) via

\[
E_V(r) = (1 - \phi) F(r - R) \quad \text{for } r > R.
\] (20)

For \( r \leq R \), the exclusion probability for hard-sphere centers is simply given by

\[
E_V(r) = 1 - \frac{4\pi}{3} r^3 \rho.
\] (21)

#### 2. Local number density fluctuations

The exclusion probability considers whether a randomly placed test sphere of radius \( R \) contains at least one point of the point process. This can be generalized to the probability function \( f_R(N) \) that there are exactly \( N \) points of the point process inside the test sphere. This number probability function \( f_R(N) \) includes the exclusion probability \( E_V(r) = f_r(0) \). However, the complete probability function \( f_R(N) \) is a more general measure of density fluctuations in the point pattern. For the example of a Poisson point process, the number probability function \( f_R(N) \) is by definition a Poisson distribution [59].

The mean value of the number probability function, i.e., the expectation of the number \( N \) of points in the test sphere (or “observation” window) of radius \( R \), is given by \( \langle N \rangle_R := \rho R^3 \) for a statistically homogeneous point process (according to the definition of the number density \( \rho \)). The variance of \( N \) is known as the number variance:

\[
\sigma^2_N(R) := \langle N^2 \rangle_R - \langle N \rangle^2_R = \sum_{n=0}^\infty f_R(n)(n - \langle N \rangle_R)^2.
\] (22)

For a Poisson distribution, the variance is equal to the mean value. For a lattice, the number variance scales for large radii like the surface of the spherical observation window, since number fluctuations are concentrated in the vicinity of the window boundary [27].

The number variance is closely related to the structure factor [27],

\[
\sigma^2_N(R) = \frac{\rho}{(2\pi)^3} \int_{\mathbb{R}^3} dk S(k) \tilde{m}^2(k),
\] (23)

where \( \tilde{m}(k) \) is the Fourier transform of a single sphere; see Eq. (15). Therefore, the number variance can, similar to the structure factor, detect whether a point process is hyperuniform. If the number variance \( \sigma^2_N(R) \) grows in the limit of large radii \( R \to \infty \) more slowly than \( R^3 \), the point process is hyperuniform. This definition of hyperuniformity based on the scaling of \( \sigma^2_N(R) \) is equivalent to the definition via the limit \( \lim_{k \to 0} S(k) = 0 \).

#### C. Canonical \( n \)-point functions \( H_n \)

It is noteworthy that the correlation functions and exclusion probability discussed here are special cases of the more general
canonical n-point functions \( H_n \), which describe higher-order spatial correlations between spheres and test particles [39].

The canonical n-point function \( H_n \) statistically characterizes n spherical test particles with radii \( b_i \) \( (i = 1, \ldots, n) \). Before inserting the \( i \)th test particle, so-called “exclusion spheres” with radii \( a_i = R + b_i \) are assigned to each of the original sphere centers. Overlap between exclusion spheres is allowed. If \( b_i = 0 \), the exclusion spheres are identical to the original spheres; \( b_i > 0 \) corresponds to a dilation of the sphere system and \(-R < b_i < 0\) to an erosion. The “available space” \( D_i \) of the \( i \)th test particle is defined as the complement of the union of these exclusion spheres. In other words, the test particle should not fall into any exclusion sphere. The canonical n-point function characterizes these \( D_i \).

In the notation of Torquato [39], a canonical n-point correlation function is denoted by \( H_n(\{x_1, \ldots, x_n\}, \{r_{m+1}, \ldots, r_n\}) \). It is a very general function that combines

(i) the n-point surface correlation function associated with \( \partial D_1, \ldots, \partial D_n \), i.e., the surfaces of spaces available to test particles of radii \( b_1, \ldots, b_n \), as a function of the positions \( x_1, \ldots, x_n \), respectively;

(ii) the \((p - m)\)-point correlation function associated with \( D_{m+1}, \ldots, D_p \), i.e., the surfaces available to test particles of radii \( b_{m+1}, \ldots, b_p \), as a function of the positions \( x_{m+1}, \ldots, x_p \), respectively;

(iii) and the \((n - p)\)-point correlation function of the sphere centers as a function of the positions \( x_{p+1}, \ldots, x_n \), respectively.

This huge family of correlation functions includes a wealth of information about the geometry of the point pattern (or the corresponding sphere packings, respectively). If for a specific \( H_n \) we omit one of these three types of correlation functions, the corresponding set of variables is replaced with the symbol \( \emptyset \) for the empty set.

For example, the one- and two-point functions discussed here can be expressed by the canonical n-point functions \( H_n \) in the limit that the radii \( a_i \) of the exclusion spheres become equal to the radius \( R \) of the (original) spheres. Using a single test particle with radius \( a_1 \), we express the occupied volume fraction as

\[
\phi = \lim_{a_1 \to R} H_1(\emptyset; \{x\}; \emptyset),
\]

which actually does not depend on a homogeneous system on the position \( x \). Similarly, we express the specific surface \( s \) as

\[
s = \lim_{a_1 \to R} H_1(\{x\}; \emptyset; \emptyset).
\]

For the two-point correlation function, we need two test particles with radii \( a_1 \) and \( a_2 \):

\[
S_2(x_1, x_2) = 2\phi^2 - 1 + \lim_{a_1 \to R} H_2(\emptyset; \{x_1, x_2\}; \emptyset).
\]

The surface-void correlation function can be written as

\[
F_{sv}(x_1, x_2) = \lim_{a_1 \to R} H_2(\{x_1\}; \{x_2\}; \emptyset)
\]

and the surface-surface correlation function as

\[
F_{ss}(x_1, x_2) = \lim_{a_1 \to R} H_2(\{x_1, x_2\}; \emptyset; \emptyset).
\]

Instead of directly declaring \( a_1, a_2 = R \), we explicitly denote the limits to emphasize the generality of these canonical correlation functions. It has been shown that the generalizations using test particles with sizes larger than \( R \) contain considerably more information than the two-point correlation functions considered here [60] and hence represents an area for future study in the case of MRJ packings.

For example, the exclusion probability \( E_V \) can also be represented by a one-point canonical correlation function like the packing fraction but with a different radius of the test spheres,

\[
E_V(r) = \lim_{a_1 \to r} H_1(\emptyset; \{x\}; \emptyset),
\]

which for a statistically homogeneous system does not depend on the position \( x \).

III. ANALYSIS AND COMPUTATION OF THE CORRELATION FUNCTIONS

Bounds on the trapping constant or permeability can be calculated using the void-void, surface-void, and surface-surface correlation functions of the sphere configurations [34,35,39,40,42,44]. More precisely, the bounds are given in terms of integrals over these correlation functions.

These integrals can be difficult to estimate by simple Monte Carlo sampling due to statistical fluctuations in the measured volume fraction. Any statistical fluctuation in the estimate of the porosity, that is, in the fraction of points hitting the void phase, causes an offset in the long-range limit of the correlation functions. This offset can lead to huge errors in the estimates of the bounds which are based on integrals of the correlation functions.

In Appendix A, we derive explicit analytical formulas of the two-point, surface-void, and surface-surface correlation functions for a given finite configuration of hard spheres, which heretofore were not put forth. In the thermodynamic limit, i.e., for infinitely large systems, these correlation functions can be analytically related to the pair-correlation function \( g_2(r) \) of the sphere centers. For example, Torquato and Stell [51] and Torquato [61] used certain analytical approximations of the pair-correlation function for equilibrium hard-sphere liquids [62] to calculate \( S_2(r) \), \( F_{sv}(r) \), and \( F_{ss}(r) \); see also Ref. [63], where a similar approach is used to calculate bounds on flow properties. Here we provide exact and explicit formulas for the two-point, surface-void, and surface-surface correlation functions of finite packings of hard spheres for general ensembles. These expressions can be viewed as “discrete versions” of the formulas in Refs. [51,61]. They depend only on the pairwise distances of the spheres. This allows for the most efficient calculation of \( S_2(r) \), \( F_{sv}(r) \), and \( F_{ss}(r) \) in finite packings (obtained, e.g., from simulations), as well as accurate estimates of the bounds on effective properties that depend on these correlation functions.

The samples of the hard-sphere packings that we analyze here were described in detail in the first paper of this series [32]. For MRJ sphere packings, more than 1000 packings are analyzed, each consisting of 2000 spheres. For equilibrium hard spheres, each of the 100 samples contains 10 000 spheres.
We compare the correlation functions of the MRJ sphere packings, as mentioned in the Introduction, to two other systems of spheres with constant diameter $D$: (i) overlapping spheres that do not interact with each other and (ii) an equilibrium hard-sphere liquid at a packing fraction $\phi = 0.478$, which is just below the freezing transition. For more details about these systems, the simulations, and the data, see the first paper of this series [32].

### A. One-point functions

Before analyzing the two-point functions, we determine the one-point probability functions, namely volume fraction and specific surface.

The average packing fraction of the MRJ sphere packings is $\phi = 0.636$ and their specific surface $s = 3.81/D$. The snapshots of the equilibrium hard-sphere liquid have an average packing fraction $\phi = 0.478$ and thus a specific surface $s = 2.87/D$. For overlapping spheres, the one-point functions are known analytically as a function of the occupied volume fraction $\phi$. The specific surface is given by $s = 6(1 - \phi)\ln[1/(1 - \phi)]/D$. For a volume fraction $\phi = 0.636$ (equal to the average packing fraction of the MRJ systems), the specific surface is $s \approx 2.21/D$.

### B. Two-point correlation function

The two-point correlation function $S_2(r)$ determines bounds on the conductivity [39–41], the trapping constant [34], the fluid permeability [33,35], and the effective dielectric tensor of electromagnetic waves [42].

Figure 3 compares the two-point correlation function for the particle phase of the MRJ sphere packings to that of overlapping spheres or two equilibrium hard-sphere liquids at different global packing fractions. It is well-known analytically for overlapping spheres [e.g., 39, p. 122]. For both the equilibrium and the MRJ sphere packings, the two-point correlation functions are analytically calculated for each simulated sample according to Eq. (A1) and then averaged. The dashed lines indicate the short- and long-range limits of the two-point correlation function, $S_2(0) = \phi$ and $\lim_{r \to \infty} S_2(r) = \phi^2$ (for a homogeneous two-phase medium without long-range interactions), as well as the slope at $r = 0$. The latter is proportional to the specific surface. For isotropic three-dimensional two-phase media, the derivative of $S_2(r)$ in the limit $r \to 0$ is $-s/4$ [39,64,65].

The two-point correlation function $S_2(r)$ appears smooth for the MRJ state, as well as overlapping and equilibrium hard spheres, and indeed they are continuous and differentiable. However, the contribution from a single sphere, i.e., the probability that two random points lie in the same sphere, is nonzero only for $r < D$. For hard spheres, it is proportional to $(D - r)^2$; see Eq. (A6). Therefore, the second derivative does not exist at $r = 2D$. (The same can be shown for overlapping spheres using the explicit expressions from Ref. [39].)

For overlapping spheres, the two-point correlation function is for $r > D$ constant and equal to the long-range limit. This is because two points at a distance larger than the diameter $D$ of a single sphere cannot belong to the same sphere. Therefore, the event that one of the test points is inside a sphere is independent of the other point. There are no anticorrelations in $S_2(r)$ of overlapping spheres. However, both hard-sphere packings exhibit positive and negative correlations.

For equilibrium hard spheres, Fig. 3 compares our results at $\phi = 0.478$ to Monte Carlo estimates by Torquato [39] of an equilibrium hard-sphere liquid at $\phi = 0.50$ with no detectable crystals. Their qualitative behavior agrees very well. The functional values from Ref. [39] are slightly larger because of the larger packing fraction.

### C. Surface-void correlation function

The surface-void and surface-surface correlation functions allow for improved bounds on the trapping constant [34,43,44] and the fluid permeability [35,43].

Figure 4 compares the surface-void correlation function $F_{sv}(r)$ for MRJ sphere packings [see Eq. (A12)] to those of overlapping and equilibrium hard spheres. For overlapping spheres, the surface-void correlation function is known analytically [e.g., 39, p. 125]. The curve for the equilibrium hard-sphere liquid agrees with previous findings in Refs. [61,67]. If the surface-void correlation function is divided by the specific surface, the ratio takes on only values between zero and one like a probability. For a two-phase medium with
a sufficiently smooth boundary, the surface-void correlation function converges for \( r \to 0 \) to \( F_{sv}(0) = s/2 \) [39].

For a homogeneous random two-phase media without long-range correlations, it converges in the limit of large distances to \( \lim_{r \to \infty} F_{sv}(r) = s(1 - \phi) \), where \( \phi \) is the volume fraction of the solid phase. Both limits are depicted by dashed lines in Fig. 4.

The surface-void correlation functions \( F_{sv}(r) \) are continuous. However, in contrast to \( S_2(r) \), they are not smooth at \( r = D \). The discontinuity in the first derivative stems from the contributions of events where the interior and surface of the same sphere are hit. For example, for hard spheres these contributions to \( F_{sv}(r) \) are proportional to \( (D - r) \); see Eq. (A13).

As for the two-point correlation function, the surface-void correlation function of overlapping spheres takes on the value of the long-range limit for all \( r > D \). This is again because two different spheres are independent of each other.

The derivative of \( F_{sv}(r) \) for small distances \( r \to 0 \) has a different sign for the MRJ and equilibrium hard spheres, which is mainly due to the different global packing fraction (above or below 0.5). However, there is also a more interesting and subtle difference in the slope at \( r = 0 \). A distinct signature of contacts between spheres can be found in the two-body contribution \( F_{sv}^*(r) \) (see Appendix B) because at least in finite packings, the slope of \( F_{sv}^*(r) \) at \( r = 0 \) can be related to the mean contact number. Therefore, this slope vanishes for the equilibrium but not for the MRJ sphere packings.

Figure 5 compares the surface-surface correlation function \( F_{ss}(r) \) for MRJ sphere packings [cf. Eq. (A16)] to those of overlapping spheres and an equilibrium hard-sphere liquid. For overlapping spheres, also the surface-surface correlation function is known analytically [e.g., 39, p. 125]. Like \( S_2(r) \) and \( F_{sv}(r), F_{ss}(r) \) is for \( r > D \) constant and equal to the long-range limit. The surface-surface correlation functions for the equilibrium hard-sphere liquid also agree with previous findings in Refs. [61, 67]. The long-range limit is \( \lim_{r \to \infty} F_{ss}(r) = s^2 \) (indicated by a dashed line in Fig. 5). For \( r \to 0 \), the surface-surface correlation function diverges because the probability to find a single point in the shell of thickness \( \epsilon \) only vanished like \( \epsilon \) but is rescaled by \( \epsilon^2 \). The surface-surface correlation functions are discontinuous at \( r = D \) because the single-body contribution is discontinuous; for hard spheres, see Eq. (A20).

Interestingly, it is only for the MRJ sphere packings that the surface-surface correlation of the MRJ sphere packings is not smooth at \( r = 2D \), which is caused by the contacts between the spheres. More precisely, the first derivative is discontinuous at \( r = 2D \), which we can rigorously related to the radial Dirac delta function contribution of \( g_2(r) \) at \( r = D \); see Appendix B. The spheres at contact with each other also cause at \( r = D \) a discontinuity in the derivative of two-body contributions \( F_{sv}^*(r) \) to the surface-surface correlation functions. Moreover,
the functional value of the two-body contributions at \( r = 0 \) can be related to the mean contact number. It therefore vanishes only for the equilibrium liquid but not for the MRJ sphere packings; see Appendix B.

Tables II and III list numerical values of the two-point, surface-void, and surface-surface correlation functions for both the equilibrium and MRJ sphere packings; see also the Supplemental Material for estimates of the correlation functions at more radial distances [68].

### IV. SPECTRAL DENSITY

As mentioned in the Introduction, MRJ packings possess—in contrast to the equilibrium hard-sphere liquid below the freezing transition—the singular property of hyperuniformity [27,28]; for detailed discussion of this exotic state of matter, see Refs. [7,27–29,48,69]. Large-scale density fluctuations or volume-fraction fluctuations are anomalously suppressed [27–30]. Therefore, not only are MRJ packings characterized by short-range order, but they can be regarded to possess a “hidden long-range order” due to the global hyperuniformity property.
In a hyperuniform point process, the structure factor $S(k)$ vanishes as the wave number $k$ tends to zero,

$$\lim_{k \to 0} S(k) = 0.$$  \hspace{1cm} (30)

For a monodisperse packing of hard spheres, $S(k)$ of the sphere centers is directly proportional to the spectral density, as explained in Sec. II A 3; see Eq. (14). Because the Fourier transform of a single sphere $\hat{m}(k)$ converges for $k \to 0$ to a constant [70] that is strictly greater than zero, the spectral density vanishes for $k \to 0$ if and only if the structure factor vanishes $\lim_{k \to 0} S(k) = 0$. Hyperuniformity can therefore also be detected by a vanishing spectral density in the limit of short wave vectors (i.e., long wavelengths):

$$\lim_{k \to 0} \hat{\chi}_v(k) = 0.$$  \hspace{1cm} (31)

This latter definition of hyperuniformity can also be applied to polydisperse packings and even more general two-phase media [71]. It is equivalent to a quasi-long-range asymptotic behavior of the variance $\sigma^2(R)$ of the packing (or volume) fraction within a spherical window of radius $R$ that is placed randomly into the sample. For hyperuniform heterogeneous materials, this variance goes for large $R$ faster to zero than the inverse of the volume of the observation window, i.e., faster than $1/R^3$. This in contrast to, e.g., overlapping spheres or equilibrium hard spheres.

Here we determine the spectral density not only to examine the hyperuniformity of the MRJ sphere packings but also to obtain the Fourier representation of the two-point correlation function, which is useful for evaluating rigorous bounds on physical properties. We compare the spectral density of the hyperuniform MRJ packings to the nonhyperuniform overlapping spheres and equilibrium hard spheres.

For overlapping spheres, the spectral density can easily be calculated by numerical integration using the explicit analytical expressions for the two-point correlation function given, e.g., in Ref. [39, p. 122]. For hard-sphere packings, there are two different approaches to compute the spectral density, as described in Ref. [48]: first, by an explicit calculation of the Fourier transform of the autocovariance function [cf. Eq. (11)]; second, by a direct Fourier transformation of the indicator function of the particle phase [cf. Eq. (13)].

In the first approach, the Fourier transform is calculated by a numerical integration of the curves in Fig. 3 (after subtracting the long-range limit). Because the simulation boxes are finite, a cutoff is assumed for the autocovariance $\chi_v(r)$, which induces a minimal absolute value $k$ of the wave vector that is reliable [72].

In the second approach, we use the relation between the Fourier transform of the indicator function and the structure factor; see Eq. (14). Therefore, no binning or discretization of the sample is needed. Moreover, we consider the spectral density as a function of the wave vector $k$ and explicitly take the nonorthogonal simulation boxes into account. We evaluate for each sample the structure factor for all wave vectors that are allowed in a simulation box with periodic boundary conditions. These are integer multiples of the reciprocal lattice vectors. Collecting the data for all samples, we finally bin the results for the spectral density with respect to the absolute value $k$ of the wave vector with a bin width of $\Delta k \approx 0.133$.

Figure 6 compares the results for the spectral density from the two different approaches. They are in excellent agreement with each other for both the MRJ (top) and equilibrium hard spheres (center). Tables IV and V provide estimates of the spectral density via the second approach for equilibrium or MRJ sphere packings, respectively; see also the Supplemental Material for estimates of the spectral density for further absolute values of the wave vector [68].

A test for the accuracy of our data is given by the zeros of the spectral density. According to Eq. (14), the zeros of the spectral density are given by the zeros of the structure factor and the zeros of $\hat{m}(k)$. The latter are given by the zeros of the Bessel function $J_{3/2}(|kR|)$; see Eq. (15). Therefore, they are universal for all disordered packings free of any Dirac delta (or Bragg) peaks in their spectral density [69,73]. The dashed vertical lines in Fig. 6 indicate these exact positions. They are in excellent agreement with the simulation results.
In the limit of small wave vectors $k \to 0$, the structure factor (and thus the spectral density) for equilibrium hard-sphere liquids can be related to the isothermal compressibility $\kappa_T = \rho^{-1} \left( \frac{\partial \rho}{\partial P} \right)_T$ (with pressure $P$, temperature $T$, and number density $\rho$),

$$S(0) = \rho k_B T \kappa_T,$$

\[ (32) \]

where $k_B$ is the Boltzmann constant. The right-hand side can be well estimated by using accurate analytical approximate formulas for the pressure of equilibrium hard spheres \[74\]. This is indicated by the dashed horizontal line in Fig. 6. Because the hard-sphere liquid has a positive compressibility, the spectral density does not vanish in the limit of infinite wavelength $\tilde{\chi}_v(0) > 0$ and hence is not hyperuniform, which translates into a volume-fraction variance that asymptotically decreases like $R^{-3}$. This is qualitatively the same behavior as for overlapping spheres (see bottom of Fig. 6, where the dashed gray line indicates $\tilde{\chi}_v(0)/D^3$).

In contrast to this, the spectral density for the hyperuniform MRJ packings should vanish for short wave vectors according to the definition in Eq. (31). Of course, for any finite packing derived from simulations there is a smallest accessible wave vector at which reliable estimates of the spectral density can be measured. For a careful extrapolation of the spectral density to $k = 0$ as well as a detailed discussion of binning effects, noise at the smallest wave numbers, and numerical and protocol-dependent errors, see Ref. \[75\].

Within the scope of this paper, we only compare the binned spectral densities of the MRJ packings to those of the equilibrium hard spheres. We use simulations with the same system size and therefore analyze in this section 14 MRJ packings with 10 000 spheres. For small wave vectors, the spectral density of the MRJ state is distinctly smaller than that of the equilibrium hard-sphere liquid. The former vanishes at least approximately as $k \to 0$.

V. PORE-SIZE DISTRIBUTION

The pore-size distribution contains at least a coarse level of connectedness information about the matrix phase \[39\]. Its lower-order moments arise in bounds on the mean survival and principal relaxation times \[37,38\].

We estimate the complementary cumulative pore-size distribution $F(\delta)$ and the exclusion probability $F_V$ as an equivalent representation. We compare the results for MRJ sphere packings not only to those for overlapping and equilibrium hard spheres but also for crystalline sphere packings. Moreover, we directly estimate the first and second moments of the pore-size distribution.

A. The complementary cumulative pore-size distribution

Figure 7 compares $F(\delta)$ for the disordered systems of MRJ, equilibrium, and overlapping spheres to those of crystalline sphere packings; e.g., see Ref. \[76\]. These are perfectly ordered packings of monodisperse spheres that are arranged either on a face-centered cubic (fcc) or on a body-centered cubic (bcc) lattice. The radius of the spheres is chosen such that neighboring spheres touch each other. The fcc packing corresponds to the densest possible sphere packing \[2\]. The bcc packing has the smallest known covering radius; see also the discussion in Sec. V.C.

For the MRJ, equilibrium, and overlapping spheres, we estimate $F(\delta)$ by a simple Monte Carlo sampling. Random points are placed in the matrix phase uniformly distributed (10$^6$ points per sample). For each point, the smallest distance to a sphere is determined and recorded. We determine the
spheres. Note that in the latter systems the spheres occupy the faster for the MRJ than for the equilibrium or overlapping predictions. The numerical estimates agree very well with the analytical liquid below the freezing transition and for the overlapping always vanishes for $\delta > R$. The (quantitative) difference can be explained by slightly different results from molecular dynamics (MD) simulations; see Ref. [29]. The complementary cumulative pore-size distribution follows an empirical histogram weighted by the total number of samples and the bin width as an estimate of the pore-size distribution. The complementary cumulative pore-size distribution follows immediately according to Eq. (17).

For the overlapping spheres, we compare in Fig. 7 these numerical results to the analytic curve. The latter follows immediately from the definition of a Poisson point process, that is, the point process that describes the positions of the sphere centers [59]. For the equilibrium hard-sphere liquid, we compare the numerical results to an accurate analytical approximation [39,77,78]; see also Refs. [38,79]. The numerical estimates agree very well with the analytical predictions.

As expected, $F(\delta)$ decreases faster for the crystalline sphere packings than for the disordered systems. Moreover, the complementary cumulative pore-size distribution decreases faster for the MRJ than for the equilibrium or overlapping spheres. Note that in the latter systems the spheres occupy the same volume fraction as in the MRJ sphere packing.

For a two-phase medium, the pore-size distribution $P(\delta)$ always vanishes for $\delta \rightarrow \infty$. For the equilibrium hard-sphere liquid below the freezing transition and for the overlapping spheres, $P(\delta) > 0$ vanishes exponentially for large pore sizes $\delta$. However, $P(\delta) > 0$ and thus $F(\delta) > 0$ for all finite values of $\delta$. This is in contrast to the MRJ sphere packings and also to the crystalline-sphere packings studied here. These packings are saturated; that is, no additional sphere can be inserted in the system without intersecting any other sphere. This implies that $P(\delta)$ is zero at least for all $\delta > R$, and thus, $F(\delta) = 0$ at least for all $\delta > R$.

In Fig. 7, we also compare our results for MRJ packings produced by the Torquato-Jiao (TJ) sphere-packing algorithm [80] to those from Ref. [29], which used molecular dynamics (MD) simulations. The latter packings are also strictly jammed and saturated; for more details, see Ref. [29]. The complementary cumulative pore-size distribution decreases faster for the latter system, which can be expected for two reasons. The MD simulations were carried out at a slightly larger packing fraction than that of the MRJ packings produced by the TJ algorithm. The inset in Fig. 7 shows how a slight change in the packing fraction can strongly affect $F(\delta)$. The complementary cumulative pore-size distribution is shown for only those packings produced by the TJ algorithm where the final packing fraction is either slightly below or slightly above the average packing fraction of all samples. However, the decrease of $F(\delta)$ is not only determined by the packing fraction, as can be seen from the comparison of the fcc and bcc lattices. The arrangement of spheres is crucial, and $F(\delta)$ decreases faster for a more ordered packing at the same packing fraction. Because the TJ algorithm is, in contrast to the MD simulation, explicitly designed to find a maximally disordered sample, the latter is expected to be more ordered which results in a faster decrease of $F(\delta)$.

**B. Mean pore size and second moment**

For diffusion-controlled reactions among static traps, the mean survival time $\tau$ and the principal relaxation time $T$ are intimately related to the first and second moments of the pore-size probability density function [38].

In particular, the mean survival time, which is the mean time that a Brownian particle can diffuse in the void phase before it hits the solid phase, is bounded from below by the mean pore size [37]. Moreover, if the mean survival time $\tau$ is rescaled by the diffusion constant $D$ and the diameter $D$ of a single sphere, it can be very accurately predicted by the mean pore size via a universal scaling law [36].

The principal diffusion relaxation time, which is the largest diffusion relaxation time, is bounded from below by the second moment of pore-size function [38,39]. We evaluate both the prediction of the mean survival time and the bound on the principle relaxation time in the third paper of this series.

Moreover, the second moment is proportional to the so-called "quantizer error" [76]. The latter is defined as the mean squared distance from a random point in space to the nearest point in the point process. Minimizing this quantizer error is, e.g., important for an optimal meshing of space for numerical applications [81], coding and cryptography [82], and digital communications [83].

We estimate the first and second moments of the pore-size distribution by the sample mean and sample variance of the pore sizes found in a MC sampling as described above in Sec. VA. For the overlapping spheres ($\phi = 0.636$), we estimate $\langle \delta \rangle \approx 0.115 D$ and $\langle \delta^2 \rangle \approx 0.021 D^2$; for the equilibrium liquid ($\phi = 0.478$), $\langle \delta \rangle \approx 0.098 D$ and $\langle \delta^2 \rangle \approx 0.014 D^2$, and for the MRJ sphere packings ($\phi = 0.636$), $\langle \delta \rangle \approx 0.063 D$ and $\langle \delta^2 \rangle \approx 0.006 D^2$. The statistical errors in units of $D$ or $D^2$ are less than $10^{-3}$. The values for the overlapping spheres agree
with the analytical results and those for equilibrium spheres agree with the corresponding analytical approximation.

C. Exclusion probability

So far, we have considered the MRJ packings, as well as the equilibrium liquid and the overlapping spheres, as a two-phase medium formed by the spheres and the surrounding matrix. Now we analyze the point processes that is formed by the sphere centers. As explained in Eq. (20) in Sec. II B 1, the complementary cumulative pore-size distribution $F(\delta)$, which characterizes the two-phase medium, is trivially related to the exclusion probability $E_V(r)$, which analyzes the point process. For the equilibrium and MRJ sphere packings, Tables II and III list numerical values of the exclusion probability; see also the Supplemental Material for estimates of the exclusion probability at more radial distances [68].

Figure 8 shows $E_V(r)$ using the data for $F(\delta)$ in Fig. 7. However, the unit of length is different. Now we compare point processes with unit number density by choosing $\rho^{-1/3}$ as the unit of length, where $\rho$ is the number density.

Interestingly, the value of $r$ at which $E_V(r)$ first ceases to have support defines the covering radius [76]. If to each point in a point process a sphere of the same radius is assigned, the covering radius $R_c$ is the minimal radius that is needed to cover the entire space. In other words, no point in $\mathbb{R}^3$ is further away from a point in the point process than $R_c$; therefore, $E_V(r) = 0$ for all $r \geq R_c$ if $R_c$ is bounded.

In three dimensions, the bcc lattice has the smallest known covering radius at unit density. Therefore, its exclusion probability decreases faster than that of the fcc lattice, although the latter has a higher packing fraction. Torquato [76] provides the exact values for the covering radii of both lattices: for bcc, $R_c/\lambda = \sqrt{3}/2^{5/3} \approx 0.7043$ (which corresponds to $R_c/D = \sqrt{3}/\sqrt[3]{2} \approx 0.6455$), and for fcc, $R_c/\lambda = 1/2^{1/3} \approx 0.7937$ (which corresponds to $R_c/D = 1/\sqrt{2} \approx 0.7071$).

For the MRJ sphere packings, there appears to be a cutoff at $r \geq \lambda$, which is related to the saturation as explained in Sec. VA. However, for $E_V(r) < 10^{-8}$ the statistical errors become too large for a numerical precise estimate of the covering radius only via the exclusion probability $E_V(r)$.

VI. LOCAL NUMBER DENSITY FLUCTUATIONS

The analysis of the spectral density $\tilde{\chi}_r(k)$ for $k \to 0$ showed that the random two-phase medium formed by the spheres in the MRJ packings is hyperuniform in contrast to the equilibrium and overlapping spheres; see Sec. IV. Therefore, the point pattern formed by the sphere centers in the monodisperse MRJ packings must also be hyperuniform; see Sec. II B 2. The hyperuniformity of a point pattern can be shown by studying the number density fluctuations, that is, the fluctuations of the number $N$ of points within a spherical observation window that is randomly placed in the systems, and showing that it decays for large $R$ more slowly than $R^3$ in three dimensions.

First, we study for large radii $R$ the qualitative behavior of the probability functions $f_R(N)$ of the number of points $N$. Then we analyze the scaling of the number variance $\sigma^2_N(R)$ with the radius $R$. The latter again reveals the hyperuniformity of the MRJ sphere packings.

A. Number probability distribution

First, we estimate the probability function of the normalized number of points; that is, we subtract from $N$ the mean number of points $\langle N \rangle_R$ and divide by the square root of the number variance $\sigma_N^2(R)$, where the expectation and the variance are estimated by the sample mean and sample variance. Therefore, we determine the estimated probability density function (PDF) [84] $f_R$ of the number $N$ of points of the pattern that lie within a test ball of radius $R$ placed randomly in the system.

First, we randomly place a point uniformly distributed in the simulation box. It serves as the center of a score of test balls with different radii $R$ ranging from the maximal radius [85] to a fraction of the diameter of a sphere in the sample. For each radius, the number of sphere centers inside the test ball is recorded. The PDF can be estimated by repeating this numerical experiment not only for the different samples but also by distributing several random centers inside a single sample. Note that the estimates of $f_R(N)$ at different radii $R$ are correlated with each other.

Figure 9 shows the normalized PDFs for the overlapping, equilibrium, and MRJ spheres. As mentioned in Sec. VA, the centers of the overlapping spheres form a Poisson point process [59]. Therefore, $f_R(N)$ is by definition a Poisson distribution with mean value $\langle N \rangle_R = \rho N \frac{4 \pi}{3} R^3$, which is depicted in Fig. 9 by dashed lines. For large radii $R \to \infty$, the distribution of the normalized number of points inside the test ball can be approximated by the normal distribution (depicted as a black line). However, even for large radii of about three times the diameter of a single sphere, there are significant deviations from a normal distribution.

In contrast to this, the rescaled probability distributions for the equilibrium and MRJ sphere packings can be very
well approximated by a normal distribution even for relatively small radii \( R \). Only for radii \( R < 1.5D \) (denoted in Fig. 9 by open squares) are there deviations because of the nonoverlap constraint. So, from the simulations we can conjecture that for the equilibrium hard-sphere liquid and MRJ state a central limit theorem holds for the number of points in a test ball. It was shown that the distribution of “local volume fraction” for particle systems tends to the normal distribution for sufficiently large windows [49].

A Gaussian distribution is determined by its first and second moments. Therefore, the number density \( \rho \) and number variance \( \sigma_N^2(R) \) are the main parameters of the number probability function \( f_R(N) \).

**B. Number variance**

From the MC sampling of the PDF of the number of points, the sample variance provides an estimate for the number variance \( \sigma_N^2(R) \) (as mentioned in the previous Sec. VI A). Recall that the estimates at different radii \( R \) are correlated.

An important choice is that of the number of throws in a finite simulation box for a fixed radius \( R \) [75]. A too-small number of throws leads to large statistical errors. If there were too many throws, a systematic bias could arise because the same data are sampled several times but the throws are assumed to be independent.

A benchmark test to check for such a bias is the comparison of numerical estimates of \( \sigma_N^2(R) \) for overlapping spheres to the corresponding analytic curve. As mentioned above, their sphere centers form a Poisson point process. By definition, the number variance is in this case equal to the mean number of points \( \sigma_N^2(R) = \langle N \rangle_R = \rho \frac{4}{3} \pi R^3 \).

If for each radius \( R \) a different number of throws is chosen, the maximum possible statistics can be used without introducing a systematic bias at large radii. Here we choose as a simple and efficient criterion for the number of throws that the expected volume fraction of the sample covered by the test balls remains below a fixed value \( \phi_B \). This choice is robust in the sense that similar results are obtained for reasonable values of \( \phi_B \). We here choose \( \phi_B = 0.8 \). For our choice of the number of throws, the numerical estimates agree for the benchmark test of overlapping spheres very well with the analytical curve; see Fig. 10.

Figure 10 compares the number variance for the hyperuniform MRJ packings to that of the nonhyperuniform overlapping and equilibrium spheres. The number variance for the MRJ packings is for radii \( R > 2 \lambda \) not only smaller than for the other two more disordered systems, but, most importantly, the scaling is qualitatively different. According to Eq. (23), the behavior of the structure factor (and thus of the spectral density) in the limit \( k \to 0 \) is related to the asymptotic behavior of density fluctuations in spherical observation...
windows in the limit of infinite radius. The number variance for the hyperuniform MRJ state grows for large radii $R$ slower than the volume of the test ball, in contrast to the nonhyperuniform sphere systems. When we fit a polynomial to the numerical estimates to study the scaling behavior, the fit is not applied to very small radii $R$ but only to those radii for which the number probability functions can well be approximated by a Gaussian probability density function; see Sec. VII A.

As explained above, the number variance for the overlapping spheres is analytically known to be proportional to $R^4$. The data for the hard-sphere liquid is well approximated by the fit of a polynomial $b_2 R^2 + b_3 R^3$ (solid blue line in Fig. 10). However, a fit of only a parabola $\propto R^2$ (dashed line) is not sufficient to describe the data. Therefore, the leading asymptotic behavior of the number variance for the hard-sphere liquid is also $R^3$. It is clearly nonhyperuniform.

This is in contrast to the MRJ packings. The number variance $\sigma_n^2(R)$ for to the TJ data of hyperuniform MRJ spheres agrees well with the fit of a parabola (solid red line in Fig. 10). Moreover, the results for the TJ data with 2000 spheres per packing are in very good agreement with those from MD simulations with up to $10^6$ spheres [29]. This holds not only in the range accessible by the TJ samples, but also the extrapolation of the quadratic fit to larger radii is in excellent agreement with the number variance obtained from the MD simulations of MRJ packings.

VII. CONCLUSIONS AND OUTLOOK

We have studied in detail the global and local structure of maximally random jammed (MRJ) sphere packings. We considered it both as a two-phase random medium and as a point pattern that is formed by the sphere centers and evaluated certain structural characteristics accordingly. In the first case, we have determined the two-point, surface-void, and surface-surface correlation functions, the spectral density and the pore-size distribution. In the second case, we have estimated the number probability function and number variance. These structural characteristics were then compared to those of equilibrium hard-sphere liquids as well as completely uncorrelated overlapping spheres.

The correlation functions and pore-size distribution are related to effective physical properties of the two-phase random medium, which we will evaluate in the third paper of this series. Our results, for example, allow predictions of the effective transport [33–36], diffusion and reactions constants [37,38], as well as mechanical [39] and electromagnetic properties [40–42]. Thereby, we can compare the (physical) behavior of a hyperuniform system, like the MRJ sphere packings, to that of nonhyperuniform disordered systems. From the novel and unique structural properties of the hyperuniform materials can follow interesting physical properties, like isotropic band gaps [86].

We have derived explicit expressions of the correlation functions of finite packings, e.g., from simulations. They are only functions of the radial distances between the spheres, which allows for a both accurate and fast calculation of these correlation functions.

By comparing the two-point, surface-void, and surface-surface correlation functions of the MRJ packings to those of the overlapping and equilibrium spheres, we have found distinctive signatures of the contacts between spheres in the MRJ state. For example, there are additional discontinuities in the derivatives of the correlation functions, which we have rigorously related to the contact Dirac delta function contribution to the pair correlation function for MRJ packings.

As described in Sec. II C, the correlation functions evaluated here are special cases of the far more general canonical $n$-point correlation functions. Future studies of MRJ packings could include generalizations of these functions for test particles with a variable size, which have been shown to contain considerably more information [60].

The Fourier transform of the autocovariance, which follows from the two-point correlation function, reveals the hyperuniformity of the MRJ sphere packings. The spectral density vanishes in the limit of infinite wavelengths (which is here equivalent to a vanishing structure factor). This is in contrast to the equilibrium hard spheres because of their positive compressibility.

For a rigorous test of hyperuniformity given only a finite sample of the MRJ state, the spectral density would have to be extrapolated to $k \to 0$ [75]. It exceeds the scope of this article, but a statistical test could easily be developed to select the appropriate model of the vanishing structure factor or estimate a remaining finite value of the structure factor at $k = 0$ as well as the statistical error. Because the functional values of the spectral density at a given wave vector $k$ are exponentially distributed, a maximum likelihood fit corresponds to an iterated weighted least square fit [87]. Such an approach could detect hyperuniformity possibly even from relatively small samples.

In the pore-size distribution (or more precisely in the complementary cumulative distribution), we find a distinctive difference in the structure of MRJ packings that are either created by the TJ algorithm or by MD simulations. The complementary cumulative distribution function decreases slower for the samples of the first than for the latter algorithm. This is because the MD simulations have a slightly larger packing fraction and because they tend to be more ordered.

The pore-size distribution, or equivalently the exclusion probability, is also related to the covering problem [76]. Therefore, we compare the numerical estimates of the MRJ packings not only to the equilibrium and the overlapping spheres but also to perfectly regular lattices. A more regular system often tends to exhibit a faster decrease of the complementary cumulative distribution function.

An open question is whether there are nontrivial necessary and/or sufficient conditions for hyperuniformity based on the pore-size distribution (besides the trivial observation that a completely empty or filled system is hyperuniform). There are probably no sufficient conditions; for example, a finite covering radius is not a sufficient condition for a hyperuniform point process. A counterexample would be a superposition of a nonuniform Poisson point process and a BCC lattice. However, there might be necessary conditions on the asymptotic behavior or covering radius of the point process.

Concerning the number density fluctuations, we conjecture a central limit theorem for the equilibrium and MRJ hard-
sphere systems. Already for relatively small radii $R$, the distribution of the normalized number of points inside a test ball of radius $R$ can be well approximated by a Gaussian distribution. These observations are consistent with previous results in which it was shown that the distribution of local volume fraction for various particle systems tends to the normal distribution for sufficiently large windows [49].

Therefore, besides the number density the only nontrivial moment of the number probability function is the number variance. Its scaling with the radius $R$ can be related to the structure factor. If it grows slower than the volume of the test ball, the point process is hyperuniform. We compare the scaling for the overlapping and equilibrium spheres to that of the hyperuniform MRJ packings. A prediction from relatively small samples is difficult. Nevertheless, we can demonstrate that a fit of a quadratic function is in good agreement with the results for the MRJ packings in contrast to the equilibrium hard-sphere liquid.

A crucial step in this analysis is the choice of the number of throws of the test ball. Too many throws in a finite sample can lead to a systematic bias. Here we have chosen a conservative estimate based on a comparison of the numerical results for the overlapping spheres to the analytic curve. In a future study, either a detailed analysis of the allowed number of throws or of the potential bias could help to significantly improve the statistics that can be derived from a relatively small sample. This would be very valuable to detect hyperuniformity, e.g., in experimental observations. Also very interesting would be a rigorous hypothesis test or model selection that compares different scalings and takes the correlation between different radii $R$ into account.

In future work on the number variance, it would be interesting to compare the performance of the direct estimate via the sample variance, which is used here, to an estimate based on the so-called excess coordination $\Delta Z$, which is the average excess number of points compared to the ideal-gas expectation [29]. For a square lattice, the excess coordination is connected to the so-called Gauss circle problem.

Recently, hyperuniformity was generalized to interfacial area fluctuations, random scalar fields, and statistically anisotropic many-particle systems and heterogeneous media [69]. These concepts combined with the observations from this article call for further extensions and pose new questions. For example, valuable insights might be gained by comparing the spectral density of MRJ sphere packings (see Sec. IV) to the corresponding spectral density of the surface defined in Ref. [69]. (The latter should also vanish for the hyperuniform MRJ sphere packings in the limit of infinite wavelengths.)

Moreover, the variance $\sigma^2(R)$ of fluctuations in the surface area (similar to the number variance in Sec. VI) is related to the surface-surface correlation function $F_{sv}(r)$. The explicit expressions for finite packings of hard spheres, which we have derived here, can help to efficiently compute $\sigma^2(R)$. Even another generalization could be introduced by relating also the surface-void correlation function $F_{sv}(r)$ (studied in Sec. III C) to a variance of fluctuations in finite observation window similar to $\sigma^2(R)$.

Our analysis provides insight into and links different problems of interest in various fields of research like material science, chemistry, physics, and mathematics. The structural descriptors studied here determine a host of different effective properties of random two-phase or particulate medium, including transport, mechanical, electromagnetic, and chemical characteristics. For point patterns, some of them are linked to the quantizer error or covering problem as well as the Gauss circle problem. The singular property of hyperuniformity is of special fundamental interest and has already seen surprising applications.
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APPENDIX A: ANALYTICAL CORRELATION FUNCTIONS OF FINITE HARD-SHPE PACKINGS

Given a specific configuration of a finite packing of $N$ hard spheres, more precisely all pairwise distances $\rho_{ij}$, we here derive explicit analytical formula for the two-point correlation function $S_2(r)$, the surface-void correlation function $F_{sv}(r)$, and the surface-surface correlation function $F_{ss}(r)$. For convenience, here we only show the calculation for monodisperse sphere packings, but the calculations can easily and straightforwardly be generalized to any polydisperse packing of hard spheres. Moreover, the approach can be easily adapted to various edge corrections. Here we only consider periodic boundary conditions.

1. Analytical two-point correlation function of finite hard-sphere packings

The analytical calculation of the two-point correlation function follows closely the concept of the Monte Carlo sampling as described, e.g., in Refs. [39,88]. There, a test pattern that consists of points on the boundary of a sphere of radius $r$ is repeatedly and randomly placed onto the sample. As described in Sec. III B, the two-point correlation function $S_2(r)$ is the probability that two points at a distance $r$ are found in the particle phase, i.e., within one of the spheres. The Monte Carlo sampling estimates this probably by the frequency with which a point on the outside of the test pattern and its center both fall inside the particle phase. For a hard-sphere packing, this hitting probability is here calculated analytically (given the pair distances $\rho_{ij}$ of the spheres).

For a system of hard spheres the probability that a random point falls inside sphere $i$ is $\phi/N$, where $\phi$ is the fraction of space occupied by the spheres and $N$ the number of spheres. Given a point inside sphere $i$, the conditional probability that another random point at a distance $r$ is inside sphere $j$ is denoted by $p_{ij}(r)$. The two-point correlation function can then

\[ p_{ij}(r) = \frac{N}{N-1} \int_{r'} r'^2 f(r') \, dr' + \frac{1}{N-1} \int_{r'} r'^2 f(r') \, dr', \]

where $f(r')$ is the probability density function for the distance to the nearest neighbor.

\[ S_2(r) = \sum_{i,j} p_{ij}(r), \]

where the sum is over all pairs of spheres.

\[ F_{sv}(r) = \sum_{i,j} p_{ij}(r) N_i N_j, \]

where $N_i$ is the number of points in sphere $i$. Similarly,

\[ F_{ss}(r) = \sum_{i,j} p_{ij}(r) N_i N_j. \]

These functions can be evaluated numerically for arbitrary packings of hard spheres.
by expressed by

\[ S_2(r) = \sum_{i=1}^{N} \sum_{j=1}^{N} p_{ij}(r) = \frac{\phi}{N} \sum_{i=1}^{N} p_{ii}(r) + \frac{\phi}{N} \sum_{j \neq i}^{N} p_{ij}(r) \]

\[ = \phi p_{ii}(r) + \frac{2\phi}{N} \sum_{j \neq i}^{N} p_{ij}(r), \quad (A1) \]

because \( p_{ii} \) is the same for all spheres and \( p_{ij} = p_{ji} \).

For the calculation of \( p_{ij}(r) \), we must first determine the probability that for a given point \( x \) (in sphere \( i \)) at a distance \( \delta \) of the center \( c_i \) of sphere \( j \) (with radius \( R \)), another point, \( \delta \), which is at a distance \( r \) of \( x \), is inside the sphere \( j \); see Fig. 11. This probability is denoted by \( f_{r,R}(\delta) \). It is simply the fraction of the surface area of a sphere with radius \( x \) centered at \( x \) with latitude inside sphere \( j \),

\[ f_{r,R}(\delta) = \frac{A[\partial B_i(x) \cap B_R(c_j)]}{4\pi r^2}, \quad (A2) \]

where \( B_i(x) \) denotes, as usual, a ball of radius \( r \) with center \( x \), and the argument of the function indicates that it depends only on the distance \( \delta := \|x - c_j\| \).

There are two cases where \( f_{r,R}(\delta) \neq 0 \). First, if the sum of radius \( r \) and distance \( \delta \) is less than \( R \), \( B_i(x) \subset B_R(c_j) \) and \( f_{r,R}(\delta) = 1 \). Second, if \( R - \delta \leq r \leq R + \delta \), the fraction depends on an angle \( \omega \) between \( (x - c_j) \) and the intersection line of the two spheres \( B_R(c_j) \) and \( B_i(x) \); see Fig. 11. The cosine of this angle can be expressed by \( \delta \), \( r \), and \( R \) using the law of cosines:

\[ \cos \omega = \frac{\delta^2 + r^2 - R^2}{2r\delta}. \quad (A3) \]

The corresponding surface area of \( \partial B_i(x) \cap B_R(c_j) \) is then given by

\[ A_{r,R}(\delta) := 2\pi r^2 \int_0^\omega d\theta \sin \theta = 2\pi r^2 (1 - \cos \omega) \]

\[ = 2\pi r^2 \frac{R^2 - (\delta^2 - 2r\delta + r^2)}{2r\delta} \]

\[ = \pi r^2 \frac{R^2 - (\delta - r)^2}{\delta}. \quad (A4) \]

Using the rotational symmetry around the axis \( x - c_j \) and Eq. (A3). Therefore,

\[ f_{r,R}(\delta) = \begin{cases} 
1 & \text{if } r + \delta < R, \\
\frac{R^2 - (\delta - r)^2}{4\pi r^2} & \text{if } |R - \delta| \leq r \leq R + \delta, \\
0 & \text{else}.
\end{cases} \quad (A5) \]

For the conditional probability \( p_{ij}(r) \), we only assume that the initial random point \( x \) is any point in sphere \( i \). So it is the integral of \( f_{r,R}(\delta) \) over all positions \( x \) in sphere \( i \) divided by the volume \( v_R := \frac{4}{3}\pi R^3 \) of the sphere. A case-by-case analysis is needed. For \( p_{ij}(r) \) (and thus \( \delta \leq R \)), this integration of Eq. (A5) results in

\[ p_{ij}(r) = \frac{1}{v_R} \int_0^R d\delta 4\pi r^2 f_{r,R}(\delta) \]

\[ = \frac{1}{16R^3} (2R - r)^2 (r + 4R) \Theta(2R - r), \quad (A6) \]

where \( \Theta(2R - r) \) is the Heaviside step function.

The calculation for \( p_{ij}(r) \) (and thus \( \delta > R \)) for two different spheres \( i \neq j \) at a distance \( \rho_{ij} := \|c_i - c_j\| \) can be significantly simplified by using suitable coordinates. To integrate the sphere \( B_R(c_j) \), spherical coordinates should be used. However, \( c_j \) should be chosen as the origin instead of \( c_i \). Then the sphere \( i \) is foliated in layers with a constant distance \( \delta \) to \( c_j \) (the center of sphere \( j \)). (This distance can, of course, take on values only between \( \rho_{ij} - R \) and \( \rho_{ij} + R \).) On each sheet, the function \( f_{r,R}(\delta) \) is constant, and the integral over the sheet is simply its surface area, which was already calculated in Eq. (A4) (only the parameters must be exchanged). A straightforward case-by-case analysis then provides the result. The probability \( p_{ij}(r) \) can be expressed using the indicator function \( I_{\rho_{ij},R}(r) \), which takes on the value unity on \( I_{\rho_{ij},R} := [\rho_{ij} - 2R, \rho_{ij} + 2R] \) and zero otherwise:

\[ p_{ij}(r) = \frac{1}{v_R} \int_{\rho_{ij} - R}^{\rho_{ij} + R} d\delta A_{r,R}(\rho_{ij}) f_{r,R}(\delta) \]

\[ = \frac{1}{v_R} \int_{\rho_{ij} - R}^{\rho_{ij} + R} d\delta \pi \delta^2 \left( \frac{R^2 - (\rho_{ij} - \delta)^2}{\rho_{ij}} \right) f_{r,R}(\delta) \]

\[ = \frac{1}{160R^3 \rho_{ij}} [2(2R - |r - \rho_{ij}|)^3 \times |(2R - |r - \rho_{ij| | + 2R)|]. \quad (A7) \]

Inserting Eqs. (A6) and (A7) in Eq. (A1) yields the final result.

In a finite simulation box with periodic boundary conditions, there is, of course, a maximal radius beyond which the two-point correlation function cannot be calculated because different representations of the same sphere would contribute. The here presented Eqs. (A6) and (A7) in Eq. (A1) are only valid for values of \( r \) smaller than half of the minimum width of the simulation box \( h_w \) minus the diameter of a sphere \( D \),

\[ r < h_w - D. \quad (A8) \]

If necessary, the calculation could be modified to make it possible to calculate \( S_2(r) \) also for \( h_w - D < r < h_w \). Therefore, different representations of the same sphere must be taken into account, such that the minimal distance of the points in two different spheres is used.
2. Analytical surface-void correlation functions of finite hard-sphere packings

The surface-void correlation function $F_{sv}(r)$ of hard-sphere packings can be derived analytically in a very similar calculation.

For convenience and a better comparison to the calculation in Sec. 1 of this Appendix, we calculate in this section the correlation of the particle phase and the interface $F_{sv}^{(i)}(r)$. In other words, the “void” phase is formed by the surfaces. As discussed in Sec. III C, the corresponding correlation function $F_{sv}(r)$ of the intermediate space between the spheres and the interface can easily be derived from $F_{sv}^{(i)}(r)$ and the specific surface area $s$ according to Eq. (7).

If the surface-void correlation function $F_{sv}^{(i)}(r)$ is estimated from Monte Carlo simulations [39,67], a finite shell of thickness $\epsilon$ is defined for each sphere $i$ with center $c_i$ and radius $R$:

$$S_{R,\epsilon}(c_i) := B_R(c_i) \setminus B_{R-\epsilon}(c_i).$$  \hspace{1cm} (A9)

Then the frequency is estimated that a random point is inside such a spherical shell and that another random point at a distance $r$ from the first point is inside of any particle. In the limit $\epsilon \to 0$, the ratio of this hitting probability and the shell thickness $\epsilon$ converges to the surface-void correlation function $F_{sv}(r)$ [and $S_{R,\epsilon}(c_i)$ converges to $\partial B_R(c_i)$ of sphere $i$].

Because the probability of a point hitting the spherical shell vanishes and the ratio needs to be extrapolated, this procedure is numerically rather expensive. As mentioned above, even small statistical errors can lead to huge errors in the bounds on physical parameters.

Here we derive the surface-void correlation function analytically for a monodisperse hard-sphere packing given the pair distances $p_{ij}$ of the spheres. As for the two-point correlation function in Sec. 1 of this Appendix, the calculation can easily be generalized to any polydisperse hard-sphere packing.

The derivation is very similar to that of the two-point correlation function. Only the conditional probabilities $p_{ij}$ have to be replaced, and the limit of vanishing shell thickness is carried out. Conditional on the first point lying in sphere $i$, we define $p_{ij}^{(\epsilon)}(r)$ as the probability that this first point lies inside the shell $S_{R,\epsilon}(c_i)$ and that the second point at a distance $r$ hits sphere $j$. The surface-void correlation function is then given by

$$F_{sv}^{(i)}(r) = \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ \sum_{i=1}^{N} \phi \sum_{j=1}^{N} p_{ij}^{(\epsilon)}(r) \right]$$

$$= \lim_{\epsilon \to 0} \frac{1}{\epsilon} \left[ \phi p_{ii}^{(\epsilon)}(r) + \frac{2d}{N} \sum_{i=1}^{N} \sum_{j>i}^{N} p_{ij}^{(\epsilon)}(r) \right]$$

$$= \frac{v_R}{\pi R} \lim_{\epsilon \to 0} \frac{1}{\epsilon} p_{ii}^{(\epsilon)}(r) + \frac{2v_R}{N \pi a_R} \sum_{i=1}^{N} \sum_{j>i}^{N} \lim_{\epsilon \to 0} \frac{1}{\epsilon} p_{ij}^{(\epsilon)}(r),$$  \hspace{1cm} (A10)

where we use that for a hard-sphere packing the ratio of the packing fraction $\phi$ and specific surface area $s$ is equal to the ratio of the surface area $a_R := 4\pi R^2$ and volume $v_R := \frac{4}{3} \pi R^3$ of a single sphere. Using this ratio, we define the unit-free limit:

$$q_{ij}(r) := \frac{v_R}{a_R} \lim_{\epsilon \to 0} \frac{1}{\epsilon} p_{ij}^{(\epsilon)}(r).$$  \hspace{1cm} (A11)

The surface correlation function is then given by

$$F_{sv}(r) = s q_{ii}(r) + \frac{2s N}{N} \sum_{i=1}^{N} \sum_{j>i}^{N} q_{ij}(r),$$  \hspace{1cm} (A12)

which is very similar to Eq. (A1) but the volume fraction $\phi$ is replaced by the specific surface area $s$, and the conditional probabilities $p_{ij}(r)$ are replaced by the limit $q_{ij}(r)$.

The calculation of this limit is very similar to the derivation of $p_{ij}(r)$ using the same auxiliary function $f_{vR}(\delta)$. The main difference is that the integral over the sphere $S_{R,\epsilon}(c_i)$ is restricted to the spherical shell $S_{R,\epsilon}(c_i)$. In the case of both test points lying in the same sphere, we derive in accordance with Refs. [61,63]

$$q_{ii}(r) = \frac{2R - r}{4R} \Theta(2R - r),$$  \hspace{1cm} (A13)

where $\Theta(2R - r)$ is again the Heaviside step function. If the points lie in two different spheres, we derive

$$q_{ij}(r) = \frac{1}{24R} \int_{|r - p_{ij}| + R}^{2R - |r - p_{ij}|} (2R - |r - p_{ij}|)^3(|r - p_{ij}| + R).$$  \hspace{1cm} (A14)

where $\int_{|r - p_{ij}| + R}^{2R - |r - p_{ij}|}$ is again the indicator function of the interval $I_{p_{ij}} := (|r - p_{ij}| + R, 2R - |r - p_{ij}| + R)$. Inserting Eqs. (A13) and (A14) in Eq. (A12) yields the final result. In a finite simulation box with periodic boundary conditions, the same restriction $r < h_w - D$ holds, where $h_w$ is half of the minimum width.

3. Analytical surface-surface correlation functions of finite hard-sphere packings

The surface-surface correlation function $F_{ss}(r)$ of a finite packing of monodisperse hard spheres is derived similarly to the two-point and void-surface correlation functions.

The definition of the surface-surface correlation function $F_{ss}(r)$ uses the same limit of vanishing shell thickness $\epsilon$ as in Sec. 2 of this Appendix. It is the limit of the probability that both random points at distance $r$ lie inside a spherical shell [39,67]. Therefore, the Monte Carlo estimates are even more difficult, and our analytical solution for hard spheres avoids strong statistical errors.

To express the surface-surface correlation function analogously to Eqs. (A1) and (A12), we define the conditional probability $b_{ij}^{(\epsilon)}(r)$: Based on the condition that $x$ lies inside sphere $i$, $b_{ij}^{(\epsilon)}(r)$ is the probability that the point $x$ lies in the spherical shell $S_{R,\epsilon}(c_i)$ and that simultaneously another point at distance $r$ from $x$ lies in the spherical shell $S_{R,\epsilon}(c_j)$ (of sphere $j$). We also define the limit

$$a_{ij}(r) := \frac{v_R}{a_R} \lim_{\epsilon \to 0} \frac{1}{\epsilon} b_{ij}^{(\epsilon)}(r).$$  \hspace{1cm} (A15)
Then the surface-surface correlation function can be expressed as

\[ F_{ss}(r) = \lim_{\epsilon \to 0} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \phi_{ij}(r) \]

\[ = \frac{v_{R}}{\pi_{R}} \lim_{\epsilon \to 0} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \lim_{\epsilon \to 0} \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} b_{ij}(r) \]

\[ = sa_{ij}(r) + 2s \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(r). \quad (A16) \]

The calculation is again very similar to those in Secs. 1 and 2 of this Appendix. There, \( f_{r,R}(\delta) \) is needed to describe the probability that a random point at distance \( r \) of a given point \( x \) hits a sphere with center \( c \) at a distance \( \delta := |x - c| \).

Here we analogously define \( g_{r,R}(\delta) \) as the probability that the random point hits the spherical shell \( S_{R,\epsilon}(c) \) and not only the sphere \( B_{R}(c) \).

More precisely, it is the fraction of the surface area of a sphere with radius \( r \) centered at \( x \) that lies inside the spherical shell \( S_{R,\epsilon}(c) \), where \( \delta := |x - c| \):

\[ g_{r,R}(\delta) := \frac{A[\partial B_{r}(x) \cap S_{R,\epsilon}(c)]}{4\pi r^{2}}. \quad (A17) \]

Only first-order terms do not vanish in the limit. Therefore, we need to consider only the case \( |R - \delta| < r < R + \delta \); i.e., the intersection \( \partial B_{r}(x) \cap \partial B_{R}(c) \) contains more than a single point. All other cases lead to second or smaller terms. For these values of \( r \), we can choose \( \epsilon \) small enough so that \( |R - \delta| < r < R + \delta \), i.e., the test sphere \( B_{R}(c) \) also intersects \( B_{R,\epsilon}(c) \) (the inner sphere of the shell) in more than a single point. Then Eq. (A17) can easily be calculated using Eq. (A4):

\[ g_{r,R}(\delta) = \frac{A_{r,R}(\delta) - A_{r,R-\epsilon}(\delta)}{4\pi r^{2}}. \quad (A18) \]

Using the indicator function \( 1_{j_{R}}(r) \) with \( j_{R} := (|R - \delta|, R + \delta) \), we find

\[ g_{r,R}(\delta) = 1_{j_{R}}(r) \frac{R}{2r} \epsilon + O(\epsilon^{2}). \quad (A19) \]

The limits \( a_{ij} \) are then calculated analogously to \( q_{ij}(r) \) by integration over the shell \( S_{R,\epsilon}(c) \). In the case that both test points lie on the same sphere, we derive, in accordance with Refs. [61,63],

\[ a_{ii}(r) = \frac{1}{2r} \Theta(2R - r), \quad (A20) \]

where \( \Theta(2R - r) \) is again the Heaviside step function. If the points lie on two different spheres, we derive

\[ a_{ij}(r) = 1_{j_{R}}(r)(2R - |r - \rho_{ij}|), \quad (A21) \]

where \( 1_{j_{R}}(r) \) is again the indicator function of the interval \( j_{R} := [\rho_{ij} - 2R, \rho_{ij} + 2R] \). Inserting Eqs. (A20) and (A21) in Eq. (A16) yields the final result. Again, the radius must be restricted to \( r < h_{w} - D \) for a finite simulation box with periodic boundary conditions, where \( h_{w} \) is half of the minimum width.

### Appendix B: Two-Body Contributions

The correlation functions are sums of contributions from either a single sphere [see Eqs. (A13) and (A20)] or from two spheres [see Eqs. (A14) and (A21)]. The contributions from a single sphere are, by definition, the same for all possible arrangements of hard spheres. To learn more about a specific system and to compare different packings, it is helpful to calculate the contributions from two spheres separately from those of a single sphere.

For finite packings of hard spheres, we define the two-body contributions to the correlation functions \( F_{ss} \) and \( F_{sv} \) by

\[ F_{ss}^{*}(r) := \frac{2s}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} q_{ij}(r), \quad (B1) \]

\[ F_{sv}^{*}(r) := \frac{2s}{N} \sum_{i=1}^{N} \sum_{j=1}^{N} a_{ij}(r), \quad (B2) \]

where \( q_{ij}(r) \) and \( a_{ij}(r) \) are given in Eqs. (A14) and (A21), respectively. The two-body contributions have also already been defined in the thermodynamic limit (i.e., infinite system size), where they can be connected to the pair-correlation function \( g_{r}(r) \), as discussed for the correlation functions in Sec. III B [39,61].

Figures 12 and 13 compare the two-body contributions \( F_{ss}^{*}(r) \) and \( F_{sv}^{*}(r) \) for the MRJ sphere packings to those of the equilibrium hard spheres and the overlapping spheres. Because the single-body contributions are nonzero only for \( r \leq D \), the curves in Fig. 13 deviate from the curves in Fig. 5 only for \( r \leq D \). For the same reason, \( F_{sv}(r) \) in Fig. 4 is for \( r > D \) identical to \( s - F_{sv}^{*}(r) \); see Fig. 12.

Because the overlapping spheres are completely independent from each other, their two-body contributions are trivial, that is, constant and equal to the long-range limit; see Sec. III B. The results for the equilibrium hard spheres are in good agreement with the previous findings in Ref. [61] at similar global packing fractions. There, an approximation of the pair-correlation function by Verlet and Weis [62] was used to calculate the correlation functions. The curves are continuous and differentiable.

Comparing the MRJ sphere packings to the equilibrium hard-sphere liquid, we find some distinct signatures produced by the contacts between the spheres.

At least for finite packings of hard spheres, the slope of \( F_{ss}^{*}(r) \) for \( r \to 0 \) can be related to the mean number of contacts \( \bar{z} \) using the explicit expression from Eq. (A14) [because only spheres at contact contribute in a finite packing to \( F_{ss}^{*}(r) \):]

\[ \frac{dF_{ss}^{*}}{dr}(0) = s \frac{\bar{z}}{8D}. \quad (B3) \]

The mean contact number \( \bar{z} \) vanishes for the equilibrium hard spheres but not for the MRJ packings. The latter packings are isostatic, which means that the number of constraints by spheres in contact matches exactly the number of degrees of freedom. For an infinite system, this results in a mean contact number \( \bar{z} = 6 \). For a finite deformable simulation box, additional constraints have to be taken into account, but carefully identifying the contacts between spheres still
yields $\bar{z} \approx 6.00$. For more details, see Ref. [24], whose MRJ configurations we here analyze. Because $\bar{z} > 0$ for the MRJ sphere packings, the slope of $F_{ss}^{*}(r)$ does not vanish at $r = 0$ in contrast to the equilibrium hard spheres.

Even more prominent are the differences between $F_{ss}^{*}(r)$ for the MRJ and equilibrium hard-sphere packings. There, the functional value $F_{ss}^{*}(0) := \lim_{r \to 0} F_{ss}^{*}(r)$ can be related to the same mean contact number $\bar{z}$:

$$F_{ss}^{*}(0) = \frac{s}{4D} \bar{z}. \quad (B4)$$

Equations (B3) and (B4) provide estimates of the mean number of contacts based on the correlation functions. In principle, the exact formulas for the correlation functions of hard-sphere packings, which are derived here, allow for accurate results. However, if there are numerical inaccuracies, e.g., in the positions of the spheres or their radii, or if the functions are evaluated only at finite radial distances, slight deviations can appear.

While for the equilibrium hard spheres $F_{ss}^{*}(0) = 0$, the functional values remain strictly positive for the MRJ packings. Moreover, in contrast to the smooth curves for the equilibrium hard spheres, $F_{ss}^{*}(r)$ of the MRJ packings is continuous but not differentiable at $r = D$ and $r = 2D$. These discontinuities in the derivative arise because of the contacts between the spheres. A rigorous connection to the mean number of contacts can be derived by expressing the surface-surface correlation function by the pair-correlation function of the sphere centers [61].

The radial Dirac delta function contribution from the spheres at contact to the total correlation function $h(r) = g_2(r) - 1$ is

$$h_2^{(c)}(r) = \frac{\bar{z}\delta(r - D)}{\rho4\pi D^2}. \quad (B5)$$

Evaluating the Fourier transforms in Ref. [61], we obtain their contribution to the surface-surface correlation function:

$$F_{ss}^{(c)}(r) := \frac{\bar{z}\rho D\pi}{4} \begin{cases} 1, & r \leq D, \\ \frac{1}{2D - r}, & D < r \leq 2D, \\ 0, & 2D < r. \end{cases} \quad (B6)$$

It is continuous but not differentiable at $r = D$ and $r = 2D$. Note that the contribution from spheres that are not at contact is smooth. Therefore, the discontinuities in the derivative of $F_{ss}^{*}$ stem only from spheres that are at contact with each other.
Similarly to $F_{sv}$, we can also compute the contributions $F_{sv}^{(c)}$ and $S_{2}^{(c)}$ of the spheres in contact to the surface-void and two-point correlation function:

$$F_{sv}^{(c)}(r) := \frac{\rho \pi}{120D} \left\{ \begin{array}{ll}
\frac{3Dr^2 - 2r^3}{2r^2 + 12D^2r - 4D^3}, & r \leq D, \\
0, & D < r \leq 2D,
\end{array} \right. \quad \frac{Dr^2 - 5D^2}{D^2}, \quad 2D < r < r_D,$$

$$S_{2}^{(c)}(r) := \frac{\rho \pi}{120D} \left\{ \begin{array}{ll}
-r^2 - 5Dr^2 - 3D^2r^2 - 10D^3r + 20D^4 - \frac{5}{3}D^5, & r \leq D, \\
0, & D < r \leq 2D,
\end{array} \right. \quad \quad \frac{D}{D - 2D}, \quad 2D < r.$$

They are continuous and differentiable. For $F_{sv}^{(c)}$ at $r = D$ and $S_{2}^{(c)}$ at $r = D$ and $r = 2D$, even the second derivatives exist. However, the second derivative of $F_{sv}^{(c)}$ is discontinuous at $r = 2D$ and so are the third derivatives of $F_{sv}^{(c)}$ at $r = D$ and $S_{2}^{(c)}$ at $r = D$ and $r = 2D$. 

[47] The spectral density is the Fourier transform of the autocovariance function.
[52] The pore-size probability density function $P(\delta)$ for pores in a phase formed by hard spheres with radius $R$ is only nonzero for $\delta < R$. There it is always (independent of the arrangement of the spheres) given by $P(\delta) = 3(R - \delta)^2/R^3$ [37].

[55] For generalizations to higher-order contact distributions and their relation to correlation functions; see Refs. [39,56–58].


[65] This relationship can also be generalized to anisotropic media [66]. Moreover, the proportionality holds in any dimension $d$; see Ref. [39, Eq. (2.34)].


[70] For three dimensions, $\lim_{k \to 0} \tilde{\mu}(k) = \pi D^3/6$.


[72] Below this minimal value of $k$, the Fourier transform strongly depends on the cutoff.


[84] The estimated probability density function is the empirical histogram weighted by the total number of samples and the bin width. In other words, the PDF is a relative frequency histogram weighted by the size of each bin.

[85] In a finite simulation box with periodic boundary conditions, the maximal, allowed radius is half of the minimum width of the box. Otherwise different representatives of the same sphere might be included in one test ball.

